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Abstract-A procedure for setting up variational principles for a class of linear coupled field problems in con
tinuum mechanics is presented. Some generalizations ofthe principle and their relationship with existing variational
theorems are examined. Alternative schemes useful for direct methods of solution are discussed. Examples of
typical application are included.

1. INTRODUCTION

USE of variational methods for obtaining approximate solutions to field problems and for
establishing constitutive equations in continuum mechanics is well established [1-7].
Several alternative formulations have been described for specific classes of problems [8-11J;
however, the common underlying basis of these various works has received inadequate
attention. Sandhu and Pister [12J recently presented a variational principle applicable to a
wide class of linear coupled field problems. Their approach is based on a generalization
of the basic variational problem of Mikhlin [13J to the case offunctions ofseveral dependent
variables. For initial boundary value problems a bilinear form suggested by the work of
Gurtin [8, 9J is used.

In the present paper we observe that symmetry properties of the matrix of operators for
the class of problems considered lead to several extended variational principles such that the
unique intersection of the sets of approximate solutions associated with these alternative
formulations is the problem solution. Direct numerical methods can be used in conjunction
with the several variational principles to determine sets of approximate solutions. We also
note that linear symmetric operators can be decomposed by introduction of additional
dependent variables, corresponding to "splitting" of a problem in the sense of Synge [3J.
Through this device a linear symmetric problem can be replaced by a symmetric linear
coupled problem and multiple variational principles established.

In Section 2, we outline a procedure for setting up alternative variational principles.
Some generalizations are introduced, extending the range of application to a class of
nonlinear problems. Section 3 illustrates the procedures developed, using the problem of
elastostatics to demonstrate the relationship between the concepts introduced herein and
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some existing formulations. Finally, Section 4 presents additional examples using de
composition of symmetric operators and appropriate transformation of the field equations
to generate the required linear symmetric coupled formulation in each case.

The extended variational principles and illustrative examples discussed, used in
conjunction with direct numerical methods such as finite difference or finite element,
provide a basis for constructing approximate solutions to a wide class of problems in
continuum mechanics.

2. A VARIATIONAL PRINCIPLE

For a positive, linear, bounded operator A defined on a dense set M s; V, a Hilbert
space over the field F, the equation

Au = f
has a unique solution and if the solution exists, the functional

Q(u) = <u, Au) - 2<u,f)

(1)

(2)

assumes its minimum value for this solution. Here we restrict our discussion to a space of
real valued functions. The symbol <a, b) denotes the inner product of a, b E V. The operator
A is positive if

and

<u, Au) > 0; UE V, ui=O (3)

<u, Av) = <Au, v); u, V E V. (4)

An alternative statement of the principle involves a variation ilQ of the functional Q,
defined as:

ilQ = Q(v)-Q(u). (5)

Then, the value of Qat u is minimum if the variation ilQ is positive for all v E V. We refer
the reader to Mikhlin [13J for a detailed discussion of the foregoing principle. We observe
here that other definitions for variation of the functional can be employed. Komkov [14J used
Frechet derivatives of Q. The first Frechet derivative of Q with respect to u is defined as
Z E V such that

<
_1. Q(u +A.v)-Q(u)

Z, v) - 1m A.
A~O

(6)

where A. is real, and v E V. In this manner the problem is reduced to the classical form
requiring the first derivative of a quantity to vanish at a point where it acquires an extremal
or stationary value. We shall write the first Frechet derivative of Q with respect to u as

aQ
Z = au. (7)

Vanishing of the variation of a functional will imply vanishing of the first Frechet derivative
of Q with respect to its argument. Second Frechet derivatives are introduced [14J to define
extremum or stationary properties of the functional. For quadratic functionals defined by
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(2), the second Frechet derivative is the operator A. Thus the extremal characteristics in the
two approaches, using different definitions for the variation of the functional, are seen to be
equivalent.

We now state an extension for several dependent variables: V is defined as the direct sum
VI EB Vz EB ... EB v", and an element U of V is an n-tuple (u I , UZ , ... , un), with Ui E V; for
i = 1,2, ... , n. An inner product on V is now defined as:

(8)

The operator A is defined as a two-dimensional array of linear bounded operators, with
n x n elements, such that an element Aij maps a dense set Mij <;:: J.j into V;. Equation (4)
defining symmetry of the operator A will now mean

(9)

For diagonal elements of the array, (9) is identical to (4). The operator equation (1) is now
a set of linear equations for the problem:

Aiju j =1;; i, j = 1,2, ... , n. (10)

For each i = 1,2, ... ,n at least one of the elements Aij,j = 1,2, ... , n and for each
j = 1,2, ... , n at least one of the elements Aij , i = 1,2, ... , n must be distinct from the
zero operator. We require that the elements of the array Aij satisfy, for homogeneous
boundary conditionst

Aiju j = 0 if, and only if, U = 0, i,j = 1,2, ... , n. (11)

Diagonal elements of. the array Aij will be designated as positive, zero or negative de
pending upon <Uk' AkkUk) (no sums) being>, =, or < zero. The governing functional will
achieve a minimum/stationary/maximum value with respect to variation in each element
of the n-tuple satisfying (10) depending upon the corresponding diagonal element of the
array Aij being positive, zero or negative. In the present discussion, however, we will not
discuss extremal properties ofgoverning functionals ;only the vanishing of the variation is of
direct interest.

(a) Case of two dependent variables

For two dependent variables, under homogeneous boundary conditions, equations
(10) are:

tJ = {~J' (12)

t Summation convention on repeated indices is implied in the sequel, except where "no sum" is specifically
indicated.

t Homogeneous boundary conditions are assumed throughout except where specifically indicated. The
treatment is easily extended to non-homogeneous conditions. An appropriate modification of the definition of
symmetry of the operator A in (4) is required. This will result in additional terms being added to the functional
(2).
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Using (8) as the definition of an inner product, the governing functional (2) is

0= <ul,AIIUl>+<Ul,A12UZ>+<uz,AzIUI>+<uz,A22UZ>

- 2<u1,II> - 2<uz ,fZ>' (13)

(17)

Taking this form as the basic functional, we shall establish alternative variational principles
and introduce certain useful generalizations.

(b) Consequences of symmetry of A ij

Symmetry of the operator matrix implies

<U 1, A 12Uz> = <uz , AZ1 U1>. (14)

Using (14) to eliminate the term containing A Z1 in (13) we obtain

0 1 = <u 1,AllUl>+2<u 1, A 12uz>+<UZ, Azzuz>-2<Ul,fl>-2<uz,fz>· (15)

Alternatively, elimination of the term containing A 1Z leads to

oz = <uI,Allul>+2<uz,Azlul>+<uz,Azzuz>-2<UI,fI>-2<uz,fz>' (16)

If A IZ' A ZI are zero operators or scalar multipliers, 0 1 and Oz are identical. However, in
general, (15) and (16) define two different functionals. We note that ° is defined for
U1EM ll n M Z1 ,uz EM 12 n M zz whereas 0 1 is defined for U 1 EMIl ,uzEM12 n M 22

and Oz is defined for U1EM ll n MZI,UzEMzz. Consequently, if the complement of
M 11 n M ZI in Mil denoted by C(M 11 n M zd is nonempty, the domain of definition of°1 , includes and is greater than that of°insomuch as certain U 1 f/: M Zl may be admissible.
Similarly, the domain of definition of Oz may include certain U z f/: M lZ' An approximate
solution using either (15) or (16) as the governing functional may not coincide with the
solution obtained from (13). An important aspect of the alternative formulations is that the
intersection of the domain of °1 and Oz is the domain of 0. In an approximate solution
scheme, if the choice of admissible U I and Uz is restricted to the domain of 0, the three
formulations (13), (15) and (16) are identical. However, if extended domains are admitted for
0 1 and 0z, the first of the equations (12) is not meaningful for Oz and the second of the
equations (12) is not meaningful for °1 , The implications of this result for direct solution
methods will be found in the following sections.

(c) A generalization to nonlinear diagonal elements of Aij

Depending upon All' Azz being positive or negative, we introduce positive or negative
valued functionals, U, V such that

- { 1
U = J

F
U dF = Z<U 1, AlIUl>

V = I V dF = !<UZ, Azzuz> (18)

and define W = V + V, so that W = U+ V. (19)
Substituting (17H19) into the basic functional (13) we obtain
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Vanishing of variation of 0 3 yields the equations

and

(21)

where oW/OU I , aW/OU2 are Frechet derivatives of Wwith respect to UI and u2 respectively.
Clearly, equations (12) are equivalent to (21) if Whas the properties

(22)

Linearity of operators All' A22 is not necessary for (21) to be meaningful. Thus, (20)
can be used as a governing functional for problems involving nonlinear diagonal elements
in the operator matrix so long as W can be defined consistent with (22). This generalization
forms the basis of variational equations for a class of nonlinear problems. We notice that
U and Y satisfy the following relations:

au =0
OU2

ay
-=0.
OUt

(23)

Komkov [14] and Reissner [5] use equations (21), referred to as the canonical equations of
elasticity, as the starting point in their formulations of the problem of elastostatics of
continua.

(d) A formulation using the inverse of A 22

In some problems a quantity U3 is introduced such that

(24)

For example, in the elastostatics of continua, U3 would be interpreted as the measure of
deformation or the strain tensor associated with the stress tensor U2' The inverse relation
ship, ifit exists, would express the stress tensor as a function of the strain tensor. Equations
(12) along with (24) can be written as a set of three equations

o

0] lUI} {fl}-1 U2 = 0 .

1 U3 f2

(25)
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The matrix of operators in (25) is not symmetric. However, if A zz possesses an inverse
All such that

(26)

we can write

o
A -I

ZZ

-1

(27)

which is symmetric in the sense of(9). It is apparent that ifAll' An are positive, the governing
functional is maximized, is minimized and remains stationary with respect to variation in
Ul , U3 and Uz respectively, by the solution satisfying the equation (12) along with (26). The
governing functional for equations (27) is

n4 = -<ul,AllUl)-<Ul,AlZUZ)+<U3,Allu3)

- 2<u3, uz ) - <uz, A21ul ) +2<U l '/I) +2<uz ,/z)·

We define a functional X such that

Then (28) is

ns = -<ul,AIlUl)-<Ul,A12uz)+2tXdF-2<u3'u z)

- <uz, AZIUl ) +2<u l '/1) +2<uz ,/z)·

Vanishing of variation of ns leads to the field equations

Allul +A 12uz = 11
A 21 ul +U3 =Iz

provided X has the following properties

ax = 0
aU l

ax = 0
auz

ax
aU

3
= Uz·

(28)

(29)

(30)

(31)

(32)

Clearly, if X can be defined with the foregoing properties, existence of All and linearity
of An are not essential. This represents a significant generalization. Thus it is possible to
state the problem in the form of equations (30H32) without requiring it to be derivable
from (13) as the starting point. Herrmann's [7J variational theorem for incompressible
materials can be regarded as an example for the case of a linear solid.
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(33)

If we assume that U 1 , U3 are restricted so that the second of the equations (31) is identi
cally satisfied, we obtain from (30)

0 6 = -<u1,A 11U1)+2LXdF+2<U 1,f1)

A variational principle based on 0 6 would replace the first of equations (31). X would now
be defined by (29) and (31h in case All exists. This scheme corresponds to the so called
"potential energy" formulation in the case of elastostatics of continua.

Defining

LV dF = <u2, u3 ) - Lx dF

the governing functional (30) becomes, with change in sign

0 7 = <u1,AllU1)+<U1,A12U2)+2 LVdF

+ <u2, A21 U1) -2<U1,f1) -2<U2,f2)·

(34)

(35)

(37)

(36)

or = 0
oU 1

or
-;- = A 22U2·
uU2

if r has the properties:

We notice that 0 7 does not contain U3 and is essentially equivalent to (20). Vanishing of
the variation of 0 7 yields the equations

A ll u1+A 12U2 = 11

Again An may be nonlinear and need not possess an inverse. It is only necessary to set up
r satisfying (37) to make 0 7 meaningful. In case A 11 is the zero operator and U2 is restricted
to a class identically satisfying the first of equations (36), the governing functional reduces
to

(38)Os = 2LVdF-2<u2,f2)

Os is the so called "complementary energy" functional in the case of elastostatics of con
tinua.

We observe here that (35H37) follow directly from (20H23) without using the definition
(34).

3. THE ELASTOSTATICS PROBLEM

We now proceed to apply the principles stated in the preceding section to the problem
of elastostatics. This problem is discussed in detail to illustrate the procedures for setting
up alternative variational formulations. Some additional applications are mentioned in
Section 4.
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The field equations for isothermal quasi-static deformation of anisotropic, linear elastic
solids, assuming no initial stresses and strains, are :t

(39)

(40)

on an open bounded connected set F contained in the three-dimensional Euclidean space
E, along with the boundary conditions

(Jj;n j = ti on 51

ui = Ui on 52

(41)

(42)

(43)

where 51,52 are complementary subsets of 5, the boundary of F. Here Ui, (Jij are defined on
F, the closure of F, and denote respectively the components of the displacement vector,
and the symmetric Cauchy stress tensor. C;jkl are components ofthe isothermal compliance
tensor and /; are components of the body force vector. Rectangular cartesian coordinates
are implied, and parentheses around a pair of subscripts denote the symmetric part of a
tensor. U;, t i are components of the specified displacements and tractions, nj are components
of a unit vector normal to 51 and 5 is the union of a finite number of non-interesting closed
regular surfaces.

Admitting (u;, (Jij) as the 9-tuple of dependent variables, components of vectors and
tensors being regarded as ordered subsets in an n-tuple, we write the field equations (39) and
(40) as

[
0 ~(bik~+bjk~)] 1:,'J'] = 1-:]

-~(bki;+bli:J Ck1ij

where bij is Kronecker's delta. Corresponding to the basic functional (13) allowing for
nonhomogeneous boundary conditions, we have

-f. u;((Jijnj - 2t;) d5 + f. (u; - 2u;)(J;jnj d5. (44)
5, 52

Using symmetry properties ofthe operator matrix, we obtain the two alternative formula
tions corresponding to (15) and (16). Introducing a complementary energy function V to
replace the term !(JkICkliFij, we obtain two alternative forms of Reissner's general varia
tional equation [1,5].

J 2 = r(V+u;(J;j,j+u,/;)dF- f. ui((Jijn j -t;)d5- f. ui(Jijn j d5 (45)JF 5, 52

t For the three-dimensional problem discussed, the subscripts take on the range of values 1-3.
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If we restrict (1ij such that the equilibrium equations (39) and stress boundary conditions
(41) are satisfied, J 2 reduces to the functional for minimum complementary energy.

J4 = f. V dF - f. Ui(1ijn j dS. (47)
F Sz

Alternatively, if Ui is required to satisfy the constitutive equations (40) and displacement
boundary conditions (42), J 3 yields a generalization of Castigliano's second theorem using
the complementary energy [15].

J 5 = f. (V - uJ;) dF - f. Uiti dS. (48)
F Sj

In the absence of body forces, for homogeneous boundary conditions, the functional
corresponding to (20) is

J6 = <ul,A12U2)+<U2,A21Ul)+2LVdF (49)

= f. (Ui(1ij,j-ui,pij+2V) dF.
F

The field equations arising from stationary properties of (49) are

A 12(1ij = (1ij,j = - oV = 0
OUi

(50)

(51)

(52)

Equations (51) and (52) are Hamilton's canonical equations stated by Komkov [14]. J 6

is the Lagrangian and - 2V is the Hamiltonian in this context.
A parallel path can be followed, in which a strain energy function is used rather than

complementary energy. Assuming that the compliance tensor possesses an inverse denoted
by components Eijkl (the isothermal elasticity tensor), corresponding to (27) we now write,
introducing a IS-tuple (ui , eij, (1i)'

1( 0 0) ;;,0 0 -"2 Dik~+Djk8; Ui

0 Eijk1 -1 ek1 0 (53)

1(0 0)"2 Dkia;+Dliok -1 0 (1ij 0

where eij = Cijkl(1kl are defined as components of the strain tensor.
Allowing for the boundary conditions (41), (42) and using a non-negative strain energy

density function X to replace the quantity teijEijklekl we obtain the functional

J 7 = L(2X - Ui(1ij,j - 2eiPij +ui,pij - 2uJ;) dF

(54)
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(58)

(60)

(59)

The functional X = SF X dF has to satisfy the properties (32). Using symmetry properties
(9) of the operator matrix in (53) leads to the following alternative formulations of the
Hu-Washizu [IJ principle of generalized potential energy,

J 8 = r (X - ejpij- U/Tij.j - uJJ dF + f uj((Jjjnj - tJ dS + f uj(Jijnj dS (55)JF 51 52

and

J 9 = r (X - eipij +Uj,Fij - uJJ dF - f uJj dS - f (u j - uJrTijnj dS. (56)
JF 51 52

In (56) restricting Uj , eij to satisfy the third of equations (55), the strain-displacement
equations, we obtain the functional for "the total energy theory" [10] of Tonti,

J 10 = r (X -ujh)dF- f ujtjdS- f (uj-uj)rTijnjdS. (57)
JF 51 52

Further restricting Ui to satisfy displacement boundary conditions (42) the functional for
Green's variational principle [5J is obtained.

J 11 = r (X - Ujh) dF - f uJj dS.
JF 51

For linear elasticity, retaining teijEijklekl, instead of (58) we obtain the functional for
potential energy theory [IJ,

J 12 = r (teijEijklek/ - Uih) dF - fUJi dS.
JF 51

Requiring (Jij to satisfy the equations (39) and (41), J 8 leads to

J 13 = r (X-eiFi)dF+f ujrTijnjdS.JF 52

Defining

(61)

we see that J 7, J8' J9, J 13 are equivalent to J l' J2, J 3 and J4 respectively. Indeed in
literature we find that the latter are often derived on the basis of the Legendre transforma
tion defined by (61).

In the application of direct methods for construction of approximate solutions, the
formulations customarily used are: (1) minimum potential energy (59), where the admissible
U j are such that the constitutive equations (40) and displacement boundary conditions
(42) are identically satisfied and the variational principle is equivalent to equation (39),
the stress equations of equilibrium; and (2) minimum complementary energy (47), where
rTij are such that the stress equilibrium equation (39) and stress boundary condition (41)
are identically satisfied and the variational principle is equivalent to the constitutive
equation (40). The sets of solutions obtained from the two schemes are disjoint and consti
tute bounds [4J to the exact solution, in the sense of the value ofthe functional <u2 , A22U2)'

Equations (45) and (46) state so-called mixed formulations where Uj , rTij are admitted as the
state variables and the variational principle is equivalent to both the field equation (43)
along with the boundary conditions.
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It is apparent that the several variational principles developed above follow from
the symmetry of the operator matrix in (43) and the existence of an inverse for Cijk1 , along
with generalizations accompanying the introduction of scalar functions Vand X. Evidently
then, problems of this class in other branches of continuum mechanics should permit
similar treatment and it should be possible to apply to these problems the direct methods
successfully used in linear elastostatics, see for example [12].

4. SOME APPLICATIONS

For application of the procedures outlined in the previous sections to typical problems
in continuum mechanics we shall state the relevant field equations in the linear symmetric
form (10), without going over the entire ground of setting up the different variational
principles in each case. These can be developed by procedures entirely analogous to those
for the elastostatics problem discussed in Section 3. It is unnecessary to list the entire range of
applications. The illustrative examples presented here are merely representative. The first
example involves splitting ofa problem by introduction ofan additional dependent variable.
Self-adjoint operators can be treated in this fashion. The second example uses integral
operations to achieve symmetry and the third example presents a more involved procedure.
Throughout, homogeneous boundary conditions are assumed in the interest of brevity.
Inclusion of non-homogeneous boundary conditions is a straightforward extension.

Example 1
Saint Venant's torsion problem. The field equation for torsion of prismatic bars can be

written in terms of the warping function </J(x l' Xl) as [3J

(62)

where Greek subscripts take on the range of values 1, 2. The boundary conditions are

(63)

where eap is the permutation symbol.
The harmonic operator in (62) is positive in the sense of (3) and (4). It is, therefore,

possible to set up a variational principle using the functional (2) for a single dependent
variable along with appropriate boundary terms. However, to obtain disjoint sets of
approximate solutions using alternative extensions to the domain of definition of the
governing functional it is necessary to introduce additional variables and to set up a coupled
symmetric problem. We notice that the Laplacian operator can be regarded as a composition
of a divergence operator and a gradient operator. Thus,

Introducing a vector valued variable

a = J1.[V</J+ljJJ

where ljJ is a solenoidal vector, and J1. is a real number, we have

V·a = 0

(64)

(65)

(66)
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We notice that operator V' is the adjoint of - V and (64) and (66) can be written as

(67)

Equation (67) is of the same form as (12) and lends itself to all the alternative variational
formulations discussed in Section 2. We recall here that equation (65) expresses shearing
stresses in terms of the warping function and (66) is the equation of equilibrium.

Example 2

The piezoelectric elastodynamic problem [16]. The field equations for motion of piezo
electric, elastic solids can be written :t

g*aij,j+bi = PUi

aij = Eijk/ekl - ekijEk

eij = u(i,j)

Dn = enk1ek/ +PnkEk

Ei = -cP,i
Di,i = Q

(68)

where U;, eij, a jj , Eijkl have the same meaning as in Section 3; Ei, Dnare components of the
electric field and electric displacement vectors respectively; eijk, Pij are components of the
piezoelectric stress and permittivity tensor, respectively; cP is the electric potential and Q
is the body charge density. In addition g(t) = t, P is the mass density of the solid and bj are
components of the modified body force vector defined by

where

Ui(X, 0) = di(x) and uj(x,O) = Vi(X)

are the initial conditions.
The notation * denotes a convolution product

u*v = {U(X, t - r)v(x, r) dr

or the Stieltjes integral [9]

(69)

(70)

(71)

(72)u*dv = f=-<XJ u(x,t-r)dv(x,r)

provided the integrals are meaningful. For initial boundary value problems we use a bilinear
form (instead of the inner product) defined on the linear vector space Vas the starting point
for setting up the governing functional [12]. The bilinear function maps V x V into S, a

t We have written the stress equations of motion (68), following Gurtin [8J, in a form suitable to incorporate
initial conditions into the functional (2).
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linear vector space, and has the properties

<U,v) = <v,U)

<U,O) = 0

<u, v) = 0 = v = 0 or U = 0 on S.

The Gurtin product defined as

(73)

<U, v) = L(u*v) dF (74)

is a bilinear map with the properties (73). The variation is defined after Gurtin [8,9]

(75)

where A is real and U +AV EM, the domain of definition of the operator A for u, v E V. We
say that the variation of the functional vanishes at U over M if, and only if, ~n exists and
equals zero for all v E V such that U +AV E M. We require in this case that Au = 0 if, and
only if, U = 0 over S and the symmetric property (4) is satisfied.

Equations (68) in the 22-tuple (ui, eij , (Jij' Ei, Di, ¢) are not symmetric in the sense of
(9). They can be put in symmetric form by operating on (68h_6 with the operator g*().
The resulting system of equations can be written as Au = f, where

pbik 0 -g*~(bik:j +bjk~) 0 0 0

0 g*Eijk1 -g* -ekijg* 0 0

1(0 0)
g*"2 bki~+bliOk -g* 0 0 0 0

A=
0 -enk1g* 0 -Pnkg* g* 0

0 0 0 g* 0
0

g*-on

0 0 0 0
0

0-g*-on
Ui bk

ek! 0

(Jij 0
U= and! = (76)

Ek 0

Dn 0

¢ -g*Q

Combining the basic functional (2) with the bilinear map (73), along with an appropriate
definition ofvariation operator (75), permits the direct construction ofa governing functional
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for the piezoelectric elastodynamic problem. Alternative formulations, using symmetry
properties (9) of the operator matrix are possible along the lines indicated in Section 2
along with extensions to nonlinear forms. The example has been written for homogeneous
boundary conditions and includes mechanical and electrostatic body forces. Extension to
nonhomogeneous boundary conditions is direct. A particular case of the functional associ
ated with (76) corresponding to a "potential energy" formulation has been presented for
use in a direct calculation method employing finite elements [17].

Example 3

Fluid-structure interaction (dam and reservoir) [18]. The equations of linear elastic
coupled isothermal motion of an idealized dam and reservoir system have been written for
a finite element discretization, in terms of values of displacements at nodal points of the
dam and fluid pressure at nodal points in the reservoir as [18]:

Ku+Mu-Ln = I
Su+Hn+Pii = 0

(77)

(78)

where matrix L is transpose of S, and K, M, H, P are positive definite matrices. u is the dis
placement vector and n the fluid pressure vector. These equations are not symmetric. To
ensure symmetry, Zienkiewicz has reported [18] the following device suggested by Irons.
From (78), assuming H- l exists,

(79)

(82)

(80)

(81)

Substituting (79) in (77)

Ku+Mu+LH- 1Su+LH- 1Pii = I
and operating on (79) with P and rearranging terms,

PH- 1Su+PH- 1Pii+Pn = O.

Equations (80), (81) are symmetric and can be written as

[
K+[M+LHa:SJ:t" LW':P] J:} = f

o
I

}.

PH-iS otZ PH-
l
p otZ+P l" 1

Equation (82) is ofthe same form as (12) and it is possible to set up alternative variational
formulations discussed in Section 2. To allow for the time dependence, one can utilize
either the frequency domain analysis separating the modes or a time domain analysis after
suitable transformations to incorporate the initial conditions explicitly into the problem [8].
With the latter approach the Gurtin product (74) is used as the starting point for writing the
functionals along with vanishing of variation defined by (75).

5. DISCUSSION

A method is presented for setting up alternative variational principles for a class of
linear coupled problems in continuum mechanics. The procedure is quite general and
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problems involving linear symmetric operators can be decomposed to yield a set of coupled
equations of this class. Generalization to problems with nonlinear operators along the
diagonal is direct. It is shown that complementary energy type principles can be derived
without introducing strain energy type formulations and a Legendre transformation.
Using symmetric properties, generalizations to nonlinear diagonal operators and specializa
tions to satisfy some of the field equations and/or boundary conditions identically, leads to
several possible direct methods of approximate solution of boundary value and initial
boundary value problems. As the use of symmetry properties introduces disjoint extensions
to the domain of the functional, certain bounds to the correct solution are obtained.

The examples discuss application to elastostatics, piezoelectricity and hydroelasticity:
Applications of coupled problems in elastodynamics, viscoelasticity and thermoelasticity
have been mentioned elsewhere [12]. Complex problems of the class discussed also arise in
electro and magneto-elasticity, electro and thermo-osmosis as well as in the continuum
theory of mixtures [21]. In fact any attempt towards a complete listing of the areas of con
tinuum mechanics in which the principles presented can be usefully employed would be
futile and hence is not pursued here. For details of computational procedures involved in
use of variational principles in conjunction with direct methods, we refer the reader to
literature on the subject [4,6, 17, 19,20].
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AOCTpaKT-)l,aeTclI npouecc ,ll,JllI 6oCTaHOBJleHHlI BapHaUHOHHblX npHHUHnoB, KacaIOUlHXClI KJlaCCa 3a,ll,a'i
,ll,JllI JlHHeHHblx COnp"JKeHHbIX nOJleH B MexaHHKe CnJlOWHOH Cpe,ll,bI. l1CCJIe,ll,YIOTcli ueKoTopble o606IIIeuHlI
npHHl\Hna H HX 3aBHCHMOCTH C cYUlecTBYIOUlHMH BapHaL\HOHHblMH TeopeMaMH. 06cYJK,ll,aIOTCli aJIhTep
HaniBHble cxeMbI, npHrO,ll,Hble .IlJlll npOCTblX MeTO,ll,OB peweHHlI. )l,aIOTclI npHMepbl THnH'iHbIX npHMeHeHH.


